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Sampling Distributions and Estimation
1. A random sample of size 64 is to be taken from a normal population with μ = 51.4 and σ = 6.8. Find the probabilities that the mean of the sample will

a. Exceed 53.1;

b. Fall on the interval from 50.4 to 52.4;

c. Be less than 50.8.

2. A random sample of size 100 is taken from a normal population with the variance 625.  What is the probability that the sample mean will differ from the mean of the population by 4 or more either way?

3. Independent random samples of size 40 are taken from two normal populations having equal means and variances 
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  What is the probability that the difference between the two sample means will be numerically less than 2?

4. A random sample of size 5 is taken from a normal population with σ2 = 25.  What is the probability that the sample variance will fall on the interval from 20 to 30?

5. The claim that the variance of a normal population is σ2 = 4 is to be rejected if the variance of a random sample of size 9 exceeds 8.7675.  What is the probability that this claim will be rejected if the true population variance is σ2 = 3.75?

6. A random sample of size 9 from a normal population has the mean 
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.  What is the probability of observing a sample mean as large as this one if the mean of the population is μ = 28.5?

7. Show that the sample proportion x/n is a minimum variance unbiased estimator of the parameter θ of the binomial distribution. [Hint: The sample proportion is the mean of a random sample of size n from the Bernoulli distribution.]

8. If x1, x2, and x3 are a random sample from a normal population with the mean μ and the variance σ2, what is the relative efficiency of the estimator 
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 with respect to the sample mean.

9. If 
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are the means of independent random samples of size n1 and n2 from a normal population with mean μ and variance σ2 show the following:

a. The estimator 
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is unbiased.

b. The variance of the estimator is a. is at a minimum when 
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10. If x1, x2, …, xn are the values of a random sample of size n from a Poisson population with the parameter λ, find an estimate of λ using
a. the method of moments
b. the method of maximum likelihood.

11. Find the minimum sample size which will enable us to assert with the degree of confidence of at least 0.99 that a sample proportion (which is used to estimate the parameter θ of a binomial population) is “off” by less than 0.02.
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