Economics 616

Test Questions

I) True or False.

A) When choosing the bandwidth, we attempt to minimize the MSE of our regression.  This requires us to balance the trade-off between the variance and bias2.


TRUE.

B) In the asymptotic case, the kernel density estimator is always biased.  

FALSE.  

C) When creating an estimate of the conditional mean of Y on X using a kernel density function, the bias of our estimate depends equally on both the number of observations and the size of the bandwidth.  


FALSE – If we examine the Taylor approximation for bias in the finite case, we see that the bias depends on the size of the bandwidth but not the number of observations:
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D) The variance of our estimate depends on the bandwidth and the number of observations in our estimate.

TRUE – Returning again to the Taylor approximation for variance in the finite case, we see that the variance depends on both the number of observations and the bandwidth: 
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E) The ideal properties of the kernel function are that it should be a symmetric function around zero that integrates to some number so long as that number is less than infinity.  

FALSE – While it is true that it is best for the kernel function to be symmetric with a mean value of zero, the kernel function MUST integrate to 1 – otherwise, it would not represent a probability density function.

II)
You are given the following data:
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	0.30060
	0.64960

	0.32759
	-0.16932

	0.35690
	1.12878

	0.35891
	0.33772

	0.36202
	1.05152

	0.36487
	0.41197

	0.36566
	-0.41853

	0.36627
	3.03907

	0.38073
	0.64303

	0.38979
	-0.54217

	0.40219
	0.71329

	0.42153
	0.97109

	0.45009
	1.97278

	0.48200
	2.04211

	0.50161
	3.54774

	0.50202
	0.98850

	0.50203
	0.28272

	0.51123
	1.71133

	0.52401
	2.83595

	0.52426
	0.57377

	0.52614
	1.84754

	0.53805
	-0.12198

	0.54039
	0.07410

	0.54042
	2.70415

	0.54090
	2.77430

	0.56182
	0.18000

	0.57445
	-0.32403


Assume that there is a true curve which describes the data and has the following form: 
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Using a bandwidth h = 0.06 and the Epanechnikov Kernel, construct an estimate for x = 0.36202 and compare it to the true value of m(x) at x = 0.36202.

SOLUTION:

	K = 0.75(1 - u2)
	with u = (x - xi)/h
	
	
	

	
	
	for u less than or equal to 1 and 0 otherwise
	
	

	Kh = K/h
	
	
	
	
	
	

	
	
	
	
	
	
	

	h =
	0.06
	
	
	
	
	

	x = 
	0.36202
	
	
	
	
	

	X
	Y
	U
	Usquared
	K = (1 - Usquared)*0.75
	Kh
	Kh*Yi

	0.32759
	-0.16932
	0.573833
	0.329285
	0.503036479
	8.383941319
	-1.41957

	0.3569
	1.12878
	0.085333
	0.007282
	0.744538667
	12.40897778
	14.00701

	0.35891
	0.33772
	0.051833
	0.002687
	0.747984979
	12.46641632
	4.210158

	0.36202
	1.05152
	0
	0
	0.75
	12.5
	13.144

	0.36487
	0.41197
	-0.0475
	0.002256
	0.748307813
	12.47179688
	5.138006

	0.36566
	-0.41853
	-0.06067
	0.00368
	0.747239667
	12.45399444
	-5.21237

	0.36627
	3.03907
	-0.07083
	0.005017
	0.746236979
	12.43728299
	37.79777

	0.38073
	0.64303
	-0.31183
	0.09724
	0.677069979
	11.28449965
	7.256272

	0.38979
	-0.54217
	-0.46283
	0.214215
	0.589338979
	9.822316319
	-5.32537

	0.40219
	0.71329
	-0.6695
	0.44823
	0.413827313
	6.897121875
	4.919648

	0.42153
	0.97109
	-0.99183
	0.983733
	0.012199979
	0.203332986
	0.197455

	
	
	
	
	
	
	

	
	M hat = numerator  = 
	6.792092
	True M =
	0.660179265
	

	
	   denominator
	10.12088
	
	
	

	
	M hat = 
	0.671097
	
	
	
	


0.671097 vs. 0.660179 ( The estimate slightly overestimates the value of the function at this point.  Given that Yi for x = 0.36202 is 1.05152, our estimate is pretty damn good.  
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