Final exam problems and answers for binary regression model

By Zhongxia Ye
Problems:

1. Why is the linear probability model not so good as logit model when we have a binary dependent variable?

2. Can you prove that in the following logit model the probability is not linear in X? 
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3.  Can you list at least three things that one should pay attention to when using the method of maximum likelihood (compared to OLS ) to estimate the binary dependent variable model?  

Answers:

1. There are two serious problems with linear probability model: 

A.  In the linear probability model, the dependent variable 
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is a probability, so it must necessarily lie between 0 and 1. However, there is not guarantee that the linear probability model fulfils this restriction. 

B.  Linear probability model assumes that 
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increases linearly with X, that is, the marginal effect of X remains the same throughout. This is in contradiction with many realistic phenomena. 

2. 
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This means that the rate of change in probability with respect to X involves no only 
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 but also the level of probability from which the change is measured. 

3. 
A. The estimated standard errors are asymptotic, because the method of maximum likelihood is generally a large-sample method;

B. We use the standard normal Z statistic instead of the t statistic to evaluate the statistical significance. It is because if the sample size is reasonably large, then the t distribution converges to normal distribution. 

C. The conventional 
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 is not a meaningful measure of goodness of fit for binary dependent variable models. In contrast, there are various measures of goodness of fit called pseudo 
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for binary dependent variable models.

D. We use the likelihood ratio statistic instead of F test to test the null hypothesis that all the slope coefficients are simultaneously equal to zero.

_1108805112.unknown

_1112971093.unknown

_1112971101.unknown

_1112970351.unknown

_1108823554.unknown

_1108022523.unknown

_1107937552.unknown

